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Abstract. Presented is preliminary study of the role of data structures
in algorithms for formal concept analysis. Studied is performance of se-
lected algorithms in dependence on chosen data structures and size and
density of input object-attribute data. The observations made in the
paper can be seen as guidelines on how to select data structures for im-
plementing algorithms for formal concept analysis.
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1 Introduction

Formal concept analysis (FCA) [17] is a method of qualitative data analysis
with a broad outreach to other analytical disciplines. Formal concepts, i.e. max-
imal rectangular submatrices of Boolean object-attribute matrices, which are
the basic patterns studied by formal concept analysis, are important for various
data-mining and decision-making tasks. For instance, formal concepts can be
used to obtain nonredundant association rules [18] and minimal factorizations
of Boolean matrices [2]. Recently, it has been shown in [1] that formal concepts
can be used to construct decision trees. From the computational point of view,
these applications of FCA depend on algorithms for computing all formal con-
cepts (possibly satisfying additional constraints) given an input data set. It is
therefore important to pay attention to algorithms for FCA especially in case of
large input data where the performance of algorithms becomes a crucial issue.

In this paper we focus on the data structures used in algorithms for computing
formal concepts. Selection of the appropriate data structure has an important
impact virtually on any algorithm and the decision of which structure is the
optimal one for given algorithm is often uneasy. Usually, the decision depends
on many factors, especially on the data being processed. Such decision has to
be done wisely since selection of an inappropriate structure may lead to a poor
performance or to an excessive use of resources in real programs. Algorithms
for computing formal concepts are not an exception. Moreover, the situation
is complicated since algorithms are usually described in pseudocode that is a
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language combining (vague) human and (formal) programming languages. This
gives certain freedom to a programmer but with this freedom is tightly coupled
a big piece of responsibility. For example, if a description of an algorithm con-
tains the term “store B ∩ C into A”, from the point of view of the algorithm
description, the statement is clear and sufficiently descriptive. The term says:
“store intersection of sets B and C into set A”. On the other hand, from the
implementation point of view, such description is ambiguous because it does not
provide any information on how such intersection should be computed and how
the sets should be represented.

Interestingly, the data representation issues are almost neglected in literature
on FCA. The well-known comparison study [11] of FCA algorithms mentions the
need to study the influence of data structures on practical performance of FCA
algorithms but it does not pay attention to that particular issue. This paper
should be considered a first step towards this direction. Recall that the limiting
factor of computing all formal concepts is that the problem is #P -complete [8].
The theoretical complexity of algorithms for FCA is usually expressed in terms
of time delay [7] and all commonly used FCA algorithms have polynomial time
delay [8]. Still, the asymptotic complexity does not say which algorithm is faster
as many different algorithms belong to the same class. With various data struc-
tures, the problem becomes even more complicated. Therefore, there is a need
for experimental evaluation which may help users decide which FCA algorithm
should be used for particular type of data, cf. [11]. In this paper, we try to answer
a related question: “Which data representation should be chosen for particular
type of data?”

The paper is organized as follows. Section 2 presents a survey of notions of
FCA and used algorithms. Section 3 describes used data structures and set-
theoretical operations on these data structures. Finally, Section 4 presents ex-
perimental evaluation showing the impact of data structures on the performance
and concluding remarks.

2 Formal Concept Analysis

In this section we recall basic notions of the formal concept analysis (FCA).
More details can be found in monographs [6] and [3].

2.1 Survey of Basic Notions

FCA deals with binary data tables describing relationship between objects and
attributes, respectively. The input for FCA is a data table with rows correspond-
ing to objects, columns corresponding to attributes (or features), and table en-
tries being 1’s and 0’s, indicating whether an object given by row has or does
not have an attribute given by column. The input is formalized by a binary re-
lation I ⊆ X × Y , 〈x, y〉 ∈ I meaning that object x has attribute y, and I being
called a formal context [6]. Each formal context I ⊆ X × Y induces a couple of
concept-forming operators ↑ and ↓ defined, for each A ⊆ X and B ⊆ Y , by
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A↑ = {y ∈ Y | for each x ∈ A : 〈x, y〉 ∈ I}, (1)
B↓ = {x ∈ X | for each y ∈ B : 〈x, y〉 ∈ I}. (2)

Operators ↑ : 2X → 2Y and ↓ : 2Y → 2X defined by (1) and (2) form a so-called
Galois connection [6]. By definition (1), A↑ is a set of all attributes shared by all
objects from A and, by (2), B↓ is a set of all objects sharing all attributes from
B. A pair 〈A, B〉 where A ⊆ X , B ⊆ Y , A↑ = B, and B↓ = A, is called a formal
concept (in I ⊆ X × Y ). Formal concepts can be seen as particular clusters
hidden in the data. Namely, if 〈A, B〉 is a formal concept, A (called an extent
of 〈A, B〉) is the set all objects sharing all attributes from B and, conversely,
B (called an intent of 〈A, B〉) is the set of all attributes shared by all objects
from A. From the technical point of view, formal concepts are fixed points of the
Galois connection 〈↑, ↓〉 induced by I. Formal concepts in I ⊆ X×Y correspond
to so-called maximal rectangles in I. In a more detail, any 〈A, B〉 ∈ 2X × 2Y

such that A × B ⊆ I shall be called a rectangle in I. Rectangle 〈A, B〉 in I is a
maximal one if, for each rectangle 〈A′, B′〉 in I such that A × B ⊆ A′ × B′, we
have A = A′ and B = B′. We have that 〈A, B〉 ∈ 2X ×2Y is a maximal rectangle
in I iff A↑ = B and B↓ = A, i.e. maximal rectangles = formal concepts.

The set of all formal concepts in I is denoted by B(X, Y, I). In this paper, we
will be interested in performance of algorithms computing (listing all concepts in)
B(X, Y, I). Note that B(X, Y, I) can optionally be equipped with a partial order
≤ modeling the subconcept-superconcept hierarchy: We put 〈A1, B1〉 ≤ 〈A2, B2〉
iff A1 ⊆ A2 (or, equivalently, iff B2 ⊆ B1). If 〈A1, B1〉 ≤ 〈A2, B2〉 then 〈A1, B1〉
is called a subconcept of 〈A2, B2〉. The set B(X, Y, I) together with ≤ form a
complete lattice whose structure is described by the Main Theorem of Formal
Concept Analysis [6].

2.2 Algorithms for Computing Formal Concepts

Several algorithms for computing formal concepts have been proposed. In our ex-
periments, we have considered three well-known algorithms—Ganter’s NextClo-
sure [5], Lindig’s UpperNeighbor [13], and Kuznetsov’s CloseByOne [9,10] which
is conceptually close to the algorithm of Norris [14]. These algorithms are com-
monly used for computing formal concepts and, therefore, their efficient imple-
mentation is crucial.

A detailed description of the algorithms is outside the scope of this paper.
Interested readers can find details in the papers cited above and in a survey
paper [11] presenting a comparison of various algorithms for FCA. Just to re-
call, NextClosure and CbO are algorithms which are conceptually close because
they perform the same canonicity test to prevent listing the same formal concept
multiple times. The fundamental difference of the algorithm is in the strategy
in which they traverse through the search space containing all formal concepts.
Although mutually reducible, the algorithms are different from the practical
efficiency point of view as we will see later and as it is also shown in [11].
Lindig’s algorithm belongs to a different family of algorithms that compute



Comparison of Data Structures for Computing Formal Concepts 117

formal concepts and the subconcept-superconcept ordering ≤ at the same time.
The algorithm keeps track of all formal concepts that have been computed, i.e.
it stores them in a data structure. Usually, a balanced tree or a hash table
is used to store concepts. The concepts are stored in a data structure for the
sake of checking whether a formal concept has been found in previous steps of
computation.

2.3 Representation of Formal Contexts and Computing Closures

Representation of the input data (a formal context) is crucial and has an im-
portant impact on performance of real applications. To increase the speed of
our implementations, we store each context in two set-theoretical forms. This
allows us to (i) increase speed of computing closures for certain algorithms and
(ii) we are able to use a uniform data representation for contexts, extents, and
intents. The first form is an array of sets containing, for each object x ∈ X , a
set {x}↑ of all attributes of object x. Dually, the second form is an array of sets
containing, for each attribute y ∈ Y , a set {y}↓ of all objects having attribute y.
This redundant representation of contexts can significantly improve the speed of
UpperNeighbor and CbO. Namely, given a formal concept 〈A, B〉 and y 	∈ B, we
can compute a new formal concept 〈A ∩ {j}↓, (A ∩ {j}↓)↑〉 by intersecting sets
of objects and attributes from both context representations [15].

3 Used Data Structures and Algorithms: An Overview

The most critical operations used in the algorithms for computing formal concepts
are set operations and predicates that are needed to manipulate extents and in-
tents of computed formal concepts. This means, operations of intersection, union,
difference and predicate of membership (∩, ∪, \, and ∈, respectively). Therefore,
we focus on data structures that allow to efficiently implement these operations.
In the sequel, we provide a brief overview of five data structures we deem suitable
to represent sets and which will be used in our performance measurements.

3.1 Bit Array

The first data structure we use to represent a set is an array of bits. A bit array is
a sequence of 0’s and 1’s and is very suitable for representing characteristic func-
tion of a set. If the element is present in a set, the bit at the appropriate position
has value 1, otherwise it has value 0. Let us consider universe U = {a, b, c, d, e}
and bit array 01001 such bit array may represent set {b, e}. Obviously, one has
to fix a total order on U in order to make such representation unambiguous.
In the sequel, we are going to use a set X = {0, 1, . . . , m} of objects and a set
Y = {0, 1, . . . , n} of attributes, respectively, with the natural ordering of num-
bers. In other words, each element in X or Y can be used as an index (in a bit
array). Note that there is no danger of confusing objects with attributes because
we do not mix elements from the sets X and Y in any way.
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An important feature of this data structure is that all operations may be
reduced to few bitwise operations performed directly by CPU. For instance, if we
consider two sets from universe of size 64, their intersection may be computed
on contemporary computers in one operation (bitwise logical AND). On the
other hand, the size of the data structure representing a set is determined by
the size of the universe and not by the size of the set itself. This may be a
serious disadvantage while dealing with small sets defined in large universes—a
situation that may frequently occur when dealing with sparse data sets with
low densities of 1’s (i.e., low percentages of 1’s in the context, meaning that |I|
is small compared to |X | · |Y |). In such a case, sets occupy large segments of
memory and operations may not have to be so efficient as expected.

3.2 Sorted Linked List

Linked lists represent another type of a data structure suitable and frequently
used for representing sets. The usage is obvious, an element belongs into a set,
if and only if it is present in the list representing the set (we allow no element
duplicities in lists). In the sequel, we consider a variant of linked list, where all
elements are sorted w.r.t. the fixed total order (see Section 3.1). This allows us
to implement set operations more efficiently. For instance, while computing an
intersection of two sets, we may use so called merging. This means, we take both
lists and repeatedly apply the following procedure:

If the first elements of both the lists are the same, we put this element
into the resulting set and we remove both the elements from the consid-
ered lists, otherwise we remove the least element.

We repeat this procedure until one of the lists is empty and then the resulting set
contains only the elements that are present in both sets. Other set operations can
be implemented analogously taking into account the total ordering of elements
in the lists.

From the point of view of memory requirements, linked lists have certain
overhead since with each element of a list we have to allocate an additional
space for pointer to the next element of the list.

3.3 Array

In much the same way as in case of lists, we may store elements of a set into
an array. This makes the representation of a set more space efficient since we do
not have to store pointers between elements. Furthermore, if the set elements
are ordered, we may optimize particular operations with the divide et impera
approach by employing binary search [12]. For instance, to compute intersection
of two sets we can go through all elements in the smaller set and using binary
search we can check whether given element is also in the second set.

On the other hand, the advantages of arrays are counterweighted by the fact
that arrays need some additional effort to shrink or expand their size while
adding or removing elements from the set.
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3.4 Binary Search Tree

Binary search tree is a data structure that has similar time complexity of the
essential operations as an array. For example, when computing intersection of
two sets, we proceed in a similar way as in case of arrays. We go through all
elements in the smaller set and check if the elements is also in the second one.
If the tree is balanced, we can do such check in a logarithmic time. This means,
computation of the intersection has time complexity O(n · log m).

Besides the performance, other advantages of binary trees include more effi-
cient insertion and deletion of elements than in case of arrays. On the other hand,
trees are less space efficient and need additional effort to keep them balanced
to provide adequate performance. Several variants of binary search trees were
proposed. For our experiments we have selected self-balancing lean-left red-black
tree [4,16] for its efficiency and briefness of its implementation.

3.5 Hash Table

The last data structure we consider is a hash table. The hash tables are usually
not so space efficient as the previously mentioned data structures but the time
complexity of operations with hash tables is comparable. For example, computa-
tion of intersection is similar as in the previous cases: We go through all elements
in the first set and check whether the elements are also in the second one. We
have included hash tables since they are frequently used to implement sets in
standard libraries of programming languages. There is therefore a temptation of
using such library structures for representing sets. In our experiments, we have
considered a variant of hash table with separate chaining [4].

3.6 Time Complexity of Operations

Fig. 1 depicts asymptotic time complexities of the elementary set operations
with respect to data structures representing sets. The the time complexities are
expressed in terms of the O-notation.

∩ ∪ ∈
bit array O(|U |) O(|U |) O(1)
sorted linked list O(m + n) O(m + n) O(n)
sorted array O(n · log m) O(n · log m) O(log n)
binary search tree O(n · log m) O(n · log m) O(log n)
hash table O(m · n) O(m · n) O(n)

Fig. 1. Worst-case time complexity of set operations

Remarks. The O-notation captures only a particular aspect of the time complex-
ity and real performance of data structures may significantly differ. Sometimes, it
may be useful to join several elementary operations into a single compound opera-
tion. For instance, Ganter’s algorithm and CbO perform a canonicity test that pre-
vents computing concepts multiple times. This test consists of several operations
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and it seems to be practical to implement this test as one operation that takes ad-
vantage of the underlying data structure. For example, in the CloseByOne (CbO)
algorithm, the test is defined as B ∩ Yj = D ∩ Yj , where D = (B ∪ {y})↓↑ is an
intent of a newly generated concept, B is the intent of previously generated con-
cept, and Yj represents first j attributes. In some cases, it may be inefficient to
compute the intersections of sets B and D with the set Yj and then compare the
results. In fact, it suffices to compare just one set inclusion B ∩ Yj ⊇ D∩Yj as the
converse inclusion follows from the monotony of the closure operator ↓↑. In other
cases, however, it may be more efficient to perform the test without computing the
intersections first: we check whether each y ∈ D such that y ≤ j is present in B.
From the point of view of the asymptotic complexity, such optimization is not es-
sential because its complexity is the same. On the other hand, the impact on the
practical performance of such optimization may be significant as we will see in the
next section.

4 Experimental Performance Measurements

In this section we discuss the behavior of algorithms under various conditions.
This means, we have tested algorithms for various input datasets (with various
sizes and densities) and data structures.

4.1 Implementation

In order to compare properties of algorithms and data structures, we have im-
plemented all tests in the C language. All programs share the same code base,
i.e., the implementation of each algorithm is shared and only the implementation
of (operations with) data structures differs. We have almost directly translated
the usual pseudocode of algorithms to an equivalent code in C. In the codes of
the algorithms, we have not employed any specific optimizations but to emulate
environment of real applications and to reflect strengths of each data structure,
we have optimized particular operations. For instance, while computing the out-
comes of the concept-forming operators ↓ and ↑, it is necessary to compute an
intersection of multiple sets, see Section 2.3. One option to compute such in-
tersection is to repeatedly apply an operation of intersection of two sets. This
approach is for example suitable for bit arrays. On the other hand, in some cases
it is possible to compute intersection of multiple sets more efficiently if we con-
sider all sets in the intersection. For instance, this applies for ordered lists, i.e.,
we perform a merge of all the lists simultaneously.

Remarks. The C language has been selected for testing purposes since it allows
equally efficient implementations of all considered data structures. If anyone is
going to use other programming language, he or she should be aware of its specific
properties. For instance, in case of Java or C#, particular data structures may
be less efficient due to issues connected to auto-boxing, etc.

All experiments were done on an otherwise idle computer equipped with two
quad-core Intel Xeons E5345, 12GB RAM, GNU/Linux and we have compiled
all programs with GCC 4.1.2 with only -O3 option turned on.
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4.2 Performance

In our experiments, we compare running times needed to compute all formal
concepts using considered algorithms with particular data structures. Since the
time of computation is dependent on many factors, especially the size of the data
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Fig. 2. Efficiency of data structures for particular algorithms—CloseByOne (top);
NextClosure (middle); UpperNeighbor (bottom)



122 P. Krajca and V. Vychodil

and density of 1’s present in the data matrix, we have used randomly generated
data tables of various properties for our experiments.

In the first set of experiments, we tried to answer the question if some struc-
ture is better for particular algorithm then other structures. To find the answer,
for each algorithm we compared time it takes to compute all formal concepts in
data tables with various numbers of objects, 50 attributes, where the density of
1’s in the data table is 15%. We have selected 15% because data used in formal
concept analysis are usually sparse (but there can be exceptions). The results are
presented in Fig. 2. One can see that for CloseByOne and Lindig’s UpperNeighbor,
the tree representation of sets is the optimal one and for Ganter’s NextClosure it
is the bit array representation. Notice that the linked list representation provides
reasonable results for all algorithms. On the contrary, hash table representation
seems to provide a poor performance under all circumstances.

The previous experiment involved a fixed number of attributes and a fixed
density of 1’s in the data matrix. Since the dimension and density of contexts
have considerable impact on performance, we performed additional experiments
where the dimensions and/or density are variable.

In the next experiment, we selected tables of size 100 × 100 and 500 × 100
with various densities of 1’s and compared time it takes to compute all formal
concepts. Fig. 3 and Fig. 4 show times for the CloseByOne algorithm (the results
for other algorithms turned out to be analogous and are therefore omitted).
Notice, that we have used logarithmic scale for the time axes. This allows us
to identify a point where some data structures become less efficient. Fig. 3 and
Fig. 4 also indicate that linked list, binary tree and array are suitable for sparse
data. Contrary to that, bit arrays are more suitable for dense data.

The point, i.e., the density, for which bit array outperforms other representa-
tions is dependent on other factors. As we can see in Fig. 3 and Fig. 4, for larger
data tables this point shifts to higher densities.

The last property of data tables we are going to consider is the number of at-
tributes. The results are shown Fig. 5, presenting computation time of NextClo-
sure algorithm with data tables consisting of 100 objects, various numbers of
attributes and 15% density of 1’s. With the exception of hash tables and binary
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objects

trees, the number of attributes does not have a significant impact on the time
of the computation. Notice that in case of bit arrays, linked lists, and arrays,
the impact is so insignificant that we had to use logarithmic scale to make the
corresponding lines distinct.

4.3 Memory Efficiency

In previous sections, we have focused on time efficiency of algorithms and data
structures. Another important aspect of data structures is their space efficiency.
Common feature of the Ganter’s NextClosure and Kuznetsov’s CloseByOne al-
gorithms is that they are not extensively memory demanding. NextClosure has
a constant memory complexity and CloseByOne has a (worst-case) linear mem-
ory complexity depending on the number of attributes (in practice, the memory
consumption is typically strongly sublinear).

This means, the size of particular data structure chosen for representing sets
affects practically just the size of the (the representation of) the context. The size
of (the representation of) the context does not have significant influence on the
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overall memory consumption. On the other hand, Lindig’s UpperNeighbor needs
to store generated concepts (or at least their intents or extents) to check whether
a newly computed concept have already been generated or not. This feature may
seriously affect the size of data that may be processed by this algorithm, i.e., all
concepts present in the data have to fit into available memory.

In the following experiment, we have focused on the memory consumption.
We have selected random data matrix with 100 attributes, various counts of ob-
jects and density of 1’s 10%. Fig. 6 shows the growth of the allocated memory
dependent on the number of concepts present in the data. One can see that
the bit array and array representations require approximately the same amount
of memory. Furthermore, this applies also for linked list and binary tree repre-
sentations. The disproportion between the assumed memory consumption and
the real one may be caused by the memory management. Memory allocators in
modern operating systems usually do not allocate the exact amount of memory
that is requested for an object but allocate rather a larger amount.

Conclusions

This paper addresses an important but overlooked issue: which data structures
should be chosen to compute formal concepts. As expected, there is no “the
best” structure suitable for all types of data tables and data structures have to
be wisely selected. The paper provides a survey with guidelines on how to select
such data structure in dependence on the data size, used algorithm, and density.
It contains our initial observations on the role of data structures in FCA in terms
of the efficiency. If your data is sparse or if you have to deal with large dataset,
binary search trees or linked lists are good choices. If you have dense data or
smaller data table, the bit array seems to be an appropriate structure. Definitely,
usage of hash tables should be avoided as it has shown to be inappropriate for
computing formal concepts.

Future research will focus on considering more data structures, mixed data
representations, and statistical description of factors and conditions that may
have a (hidden) influence on the choice of data structure.
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Relation. Revue Roumaine de Mathématiques Pures et Appliques 23(2), 243–250
(1978)

15. Outrata, J., Vychodil, V.: Fast algorithm for computing fixpoints of Galois con-
nections induced by object-attribute relational data (submitted)

16. Sedgewick, R.: Left-leaning red-black trees,
http://www.cs.princeton.edu/~rs/talks/LLRB/LLRB.pdf

17. Wille, R.: Restructuring lattice theory: an approach based on hierarchies of con-
cepts. In: Ordered Sets, Dordrecht-Boston, pp. 445–470 (1982)

18. Zaki, M.J.: Mining non-redundant association rules. Data Mining and Knowledge
Discovery 9, 223–248 (2004)

http://www.cs.princeton.edu/~rs/talks/LLRB/LLRB.pdf

	Comparison of Data Structures for Computing Formal Concepts
	Introduction
	Formal Concept Analysis
	Survey of Basic Notions
	Algorithms for Computing Formal Concepts
	Representation of Formal Contexts and Computing Closures

	Used Data Structures and Algorithms: An Overview
	Bit Array
	Sorted Linked List
	Array
	Binary Search Tree
	Hash Table
	Time Complexity of Operations

	Experimental Performance Measurements
	Implementation
	Performance
	Memory Efficiency

	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




